ORF 418 – Optimal Learning

Spring, 2012
Warren B. Powell

There is a wide range of problems where you have to make a decision, but you do not know the outcome (how much time will it take, how much profit will you make, what will it cost, will the treatment work, will it be a good restaurant).  You do not even have a probability distribution (or if you do, you are not sure it is the correct one).  You can collect data, but this takes time and money.  Sometimes you have to learn on the job, which means you have to live with the mistakes you make while you are still collecting information.

This course addresses the problem of collecting information efficiently.  Sometimes we have to collect data using a predefined budget, after which we have to use what we learned to solve a problem.  In other cases, we have to make decisions using what we know, but we can learn from these decisions to make better decisions in the future.  We have to balance the cost of making the wrong decision now against the value of the information we gain to make better decisions in the future.

Prerequisites:

Statistics (ORF 245 or equivalent)

Probability (ORF 309 or equivalent)

Readings:
W. B. Powell, I. O. Ryzhov, Optimal Learning, Pre-publication copy can be purchased from Pequod in the U-Store.
Teaching assistant:

Daniel Salas <dsalas@princeton.edu>
Format:
Two lectures per week

Weekly problem sets up to the midterm
Midterm

Final project – Teams of students pick a problem requiring the efficient collection of information.
ORF 418 – Optimal Learning

Spring, 2012
All readings are from Powell and Ryzhov, Optimal Learning.  Sections marked with an * are never required.

Feburary 6 - Introduction

Examples and illustrations

Elements of a learning problem

Course projects from previous years
Read: Chapter 1, sections 1.1-1.5
February 8 - Learning using decision trees
Use basic decision tree example

Demonstrate use of Bayes theorem when collecting information

Read: Chapter 1, section 1.6
February 13 - Adaptive learning - I

Frequentist estimation

Bayesian updating

Conjugate priors

Read: Chapter 2, sections 2.1-2.2
February 15 - Adaptive learning – II 
Examples of learning

Value of information

Bayesian learning with correlated beliefs
Monte Carlo simulation

Read: Chapter 2, sections 2.2 (cont’d)-2.4
February 20 -The ranking and selection problem

Problem definition and examples
Deterministic vs. sequential learning policies

Overview of different heuristic learning policies

Read: Chapter 4

February 22 - Evaluating learning policies

Simulating a policy
Elementary Monte Carlo sampling

Estimating a confidence interval for a policy
Read: Chapter 4

February 27 - The knowledge gradient for ranking and selection

Derivation of the KG formula

Theoretical properties

Numerical illustrations
Read: Chapter 5, section 5.1

February 29 - The S-curve effect and the marginal value of information

The marginal value of information

The KG(*) algorithm

The economics of too many choices

Read: Chapter 3, section 3.2 and Chapter 5, section 5.2
March 5 - The knowledge gradient for correlated beliefs
Examples of correlated beliefs

Bayesian updating with correlated beliefs
Computing the KG formula
Read: Chapter 5, section 5.3.
March 7 - The knowledge gradient for correlated beliefs (cont’d)
Derivation of the KG formula for correlated beliefs

Relatives of the knowledge gradient

The problem of priors
Read: Chapter 5, section 5.4; skim 5.5; and read 5-6-5.8
March 12 – The multiarmed bandit problem and Gittins indices
The online learning objective function
An optimal (but uncomputable) policy for online learning
Gittins indices for normally distributed random variables
Read: Chapter 6, sections 6.1-6.2
March 14 – Policies for online problems
Upper confidence bounding

The knowledge gradient for on-line learning
Read: Chapter 6, section 6.4
Spring break

March 26 – Overview of learning problems and midterm review

Brief review of what we have covered

Fundamental elements of a learning problem

Potential class projects
Read: Chapter 7

March 28 – Midterm

April 2-4 - Knowledge gradient with parametric belief models
Linear regression review

Recursive updating equations
Compact derivation of correlation matrix

KG updating equations

Illustrations

Read: Chapter 8
April 9 - Subset selection problems

Applications

Computing the correlation matrix

Monte Carlo methods for large subsets

Read: Chapter 9

April 11 – Optimizing unimodular function

Bisection search

Fibonacci search

Noisy bisection search

Read: Chapter 10, section 10.1

April 16 – Optimal learning in bidding

The Priceline problem

Bidding for goods and services

The logistics curve

Updating and learning

Read: Chapter 11, sections 11.1-11.3.

April 18 – Optimal stopping

The secretary problem

Sequential probability ratio test

Read: Chapter 12

April 23 May 2– Project presentations

May 2 – Closing notes
Statistical learning when we can choose what to observe
Overview of methods

